Supplementary file 1. This is supplementary material for the following manuscript titled: 

A systematic review informing recommendations for assessing implementation variability in universal, school-based social and emotional learning interventions. 

This document details the development of each question in the quality appraisal checklist. 

Section 1. The quality appraisal checklist 

	Question
	Response option (score)
	Score range

	Section 1. Study design relating to the process evaluation
	0-7

	1.1 Prospective evaluation

Was the decision to evaluate the influence of implementation on outcomes established prospectively (i.e., plan was pre-registered)?
	

Yes (+1)
No (0)
	0-1

	1.2 Establish counterfactual

Do the researchers actively monitor what services the control group receive in the absence of the intervention?

	

Systematically monitored counterfactual in schools (+2)
Detail context without collecting data (+1)
No control/no description (0) 
	0-2

	1.3 Clear and detailed use of a conceptual framework

a. Is there reference to a conceptual framework underpinning the implementation strategy?

b. Are the implementation dimensions that correspond to the underpinning conceptual framework assessed?
	


Yes (+1)
No (0)


Yes (+1)
No (0)

	0-2

	1.4 Inclusion of a guiding logic model

a. Is it clear whether the intervention follows a bottom-up or top-down approach to delivery?

b. Is the intervention’s logic model, or core components, detailed or referred to?
	

Yes (+1)
No (0)



Yes (+1)
No (0)
	0-2

	Section 2. Approach to implementation data collection
	2-19

	2.1 Tool for collecting implementation data
 used in analysis

a. Does the approach to operationalising the implementation dimensions align with that of the conceptual framework underpinning the implementation strategy?

b. What informed the development of the implementation data collection tool?*







c. Was the implementation data collection tool piloted for the purpose of refining the measure prior to data collection?*



d. Were the psychometric properties of the tool tested and reported?*
	


Yes (+2)
Somewhat (+1)
No (0)



A deductive approach (e.g., implementation theory, adaption of existing measures) (+1)
An inductive approach (e.g., focus groups, consulting with stakeholders/programme developer, Delphi study) (+1)
Both (+1 bonus point)
No details (0)

Yes (+1) 
No (0)




Structural (e.g., factor analysis, 
item response theory) (+1)
Reliability (+1)
Validity (+1)
No/unclear (0)
	0-9

	2.2 Data collection across time

Is implementation measured across 
multiple time points?
	

Yes (+1)
No (0)
	0-1

	2.3 Source of implementation data used in analysis

What methods are used to collect implementation data?
	


Independent researcher observations (+3)
Secondary analysis of third-party observations (+2)
Self-report survey (+1)
	1-6

	2.4 Implementation dimensions used in analysis

Is implementation measured across multiple implementation domains?
	


Multiple dimensions with justification (+3)
Multiple dimensions with no justification (+2)
Single dimensions with justification (+1)
Single dimensions with no justification (0)
	0-3

	Section 3. Approach to implementation data analysis
	0-10

	3.1 Treatment of implementation variable

Is implementation treated as a continuous or dichotomous variable?
	

Continuous (+1)
Dichotomous (0)
	0-1

	3.2 Hierarchical data structuring

Is the correct clustering level accounted for in the analysis (data nested and assessed at the appropriate level)? e.g., observations at class-level, participant responsiveness using self-report at individual-level.
	

Multilevel modelling framework applied (+2)
Correcting for standard error (+1)
No (0)

	0-2

	3.3 Bias protective principle of randomisation

a. Is the data from the control group included in the analysis? 

b. Is an instrumental variable approach used? 			
	


Yes (+1)
No (0)

Yes (+6)
No (0)
	0-7


Note. An asterisks (*) indicates questions that do not apply to studies that assessed dosage only.



























Section 2. Detailed background of (a) the issues prevalent in the implementation literature, and (b) suggested approaches to overcoming these issues, which framed development of each question in the checklist.

Section 1. Study design									

1.1 Prospective (vs retrospective) evaluation
Issue. 		Although the role that implementation variability plays on outcomes is well-established, the influence of implementation variability on outcomes is often not statistically examined in school-based intervention research (Durlak & DuPre, 2008; Durlak et al., 2011). Data on intervention implementation (most commonly, fidelity) can often be collected to determine internal validity of an intervention and to ensure that the programme was in fact delivered when determining intervention effects (Humphrey et al., 2016b). However, concern around implementation of a programme is one of the most common researcher responses when determining null or negative intervention effects, which can ‘’unfairly cast doubt on robust findings’’ in an attempt to try and explain a failed trial (Axford et al., 2022, p.754). Concern around implementation should not be raised retrospectively following unexpected intervention findings; analytic plans should be established a priori to avoid data mining (Humphrey et al., 2016a). 
Note that the ISRCTN was launched for prospective registration of trials in 2000.
Suggestion.	Decision to explore the role of implementation variability on outcomes should be established a priory.

Question 1.1	Was the decision to evaluate the influence of implementation on outcomes established prospectively (i.e., plan was pre-registered)? 
Scoring	Yes (+1 point)
No (0 points)


1.2 Establishing counterfactual
Issue. 		Services/provisions available to and/or used by the control group may be similar to those provided to the intervention group via the intervention. If these services/provisions are not monitored and accounted for, it’s possible that intervention impacts will be too weak to detect despite having a strong theoretical framework underpinning the intervention and being well implemented (Hill et al., 2023). 
Suggestion.	To avoid a type III error, it’s essential to monitor the services available to the control and intervention group and to establish the counter factual to the intervention that is occurring in control schools (Hamilton & Scrivener, 2018; Hill et al., 2023). 

Question 1.2 	Do the researchers actively monitor what services the control group receive in the absence of the intervention? 
Scoring	Systematically monitored the counterfactual in schools (+2 points)
Detail context without collecting data (+1points)
No description/No control (0 points)



1.3 Clear and detailed use of a conceptual framework
Issue. 		There are a variety of theories, models and frameworks that can frame examination and evaluation of implementation process (Nilsen, 2022). A conceptual implementation framework guides the selection of appropriate methodology for examining a phenomenon; how a phenomenon is conceptualised by the researcher relates to the researchers understanding of how mechanisms relate to one another. An example of a theoretical framework guiding examination of implementation is that implementation variability in school-based interventions is not only inevitable, but it influences outcomes (Durlak, 2016; Durlak & DuPre, 2008). Commonly employed conceptual frameworks for guiding exploration of implementation variability in school-based intervention literature are suggested by Dane & Schneider (1998), Durlak and Dupre (2008) and Dusenbury (2003) who have proposed approaches to conceptualising implementation dimensions. 
The researcher should be clear about the conceptual framework that is guiding evaluation of implementation processes; this facilitates comparison and synthesis of existing evidence (Rycroft-Malone & Burton, 2011). 
Suggestion.	Because of the variation in how researchers conceptualise implementation processes, the underlying conceptual framework that guides the implementation strategy should be provided. Ideally, this would involve an explicit statement of the framework used to guide the implementation strategy. The use of an explicit statement in this area of implementation research is rare; it is much more common for example to see a direct statement of the determinant framework used to guide examination of the factors influencing implementation. This area of implementation research should follow the same standard. 
A point will be awarded for reference to research that propose a conceptual framework as it will be assumed that this is to some degree used to guide the implementation strategy. However, while Q1.3a captures reference to a conceptual framework, Q1.3b is weighted higher as it captures actual use of a conceptual framework (whether the way in which dimensions are operationalised aligns with the conceptual framework is assessed in Section 2).

Question 1.3a	Is there reference to a conceptual framework underpinning the implementation strategy ?
Scoring	Yes (+1 point)
No (0 points)

Question 1.3b Are the implementation dimensions that correspond to the underpinning conceptual framework assessed?
Scoring	Yes (+1 point)
No (0 points)


1.4 Guiding logic model
Issue. 		Domitrovich and Greenberg (2000) declare that ‘’to adequately assess implementation, information is needed about the specific program components’’ (p.196). When measuring programme implementation processes, specifically whether the programme is delivered as intended by the intervention developer (i.e., programme fidelity/adherence), then there are two important interrelated considerations. It can be difficult to measure fidelity of an intervention if the programme is based upon ‘’loose enabling frameworks’’ that promote bottom-up approach to delivery (Askell-Williams et al., 2013, p.359). When a programme allows for adaptations/local autonomy, and core components are not specified, there may be ‘’no specified model against which fidelity could be formally evaluated’’ (Askell-Williams et al., 2013, p.360). This should be accounted for by the researcher when assessing implementation of the intervention. Additionally, despite the benefits of using framework or theory to guide evaluation of implementation processes, many studies do not report using one (Mazzucca et al., 2018).
Suggestion.	It should be clear whether the intervention is based upon a top-down or bottom-up approach to delivery as this will be an important consideration when assessing aspects of intervention delivery. Furthermore, the intervention’s guiding theoretical framework, logic model, or core components, should be detailed or made reference to (Berkel et al., 2011; Schultes, 2023). While inclusion of the programme’s logic model would be ideal, we recognise that study authors are often working with a restricted word count and may not always provide this in great detail, but recognition and reference is expected. 

Question 1.4a	  Is it clear whether the intervention follows a bottom-up or top-down 			approach to delivery? 
Scoring	Yes (+1 point)
No (0 points)

Question 1.4b Is the intervention’s logic model, or core components, detailed or made reference to? 
Scoring	Yes (+1 point)
No (0 points)





Section 2. Approach to implementation data collection 					

2.1 Tool for collecting implementation data used in analysis
Issue. 		When we think about quality in research, we are often prompted to consider reliability and validity of measures. With no standardised approach to conceptualising and operationalising implementation processes (Ogden & Fixsen, 2015), evaluating the quality of studies examining intervention implementation across these markers of quality is particularly challenging, for the following reasons:
First, psychometric data on programme implementation tools are usually not available, because implementation measures are often single use (Lewis & Dorsey, 2020; Schultes, 2023) and developed by the evaluation team for use with a specific intervention under evaluation, with core components that differ from other programmes. Tools are not usually transferable across intervention evaluation studies and are termed as ‘homegrown’ (Lewis et al., 2015, p. 13; Proctor et al., 2009). Implementation measures therefore do not undergo the ‘gold-standard’ approach to measure development which includes defining the construct, generating measure by a group of experts, piloting, validity and reliability testing, and reporting of the measure’s psychometric properties (Lewis et al., 2016). Validity is described as ‘’the most fundamental consideration in developing and evaluating tests’’ (AERA APA and NCME, 1999) as it is determined by the extent to which evidence and theory informs the interpretation of test results.
Second, while there are psychometrically validated instruments available for measuring implementation processes, the measure may not be suitable for use across studies. This may be because it measures fidelity to core components of the intervention for which it was developed for (e.g., the Tiered Fidelity Inventory for School-Wide Positive Behaviour Interventions and Supports; SWPBIS; Mercer et al., 2017) or it captures quality of delivery in one study but not another due to differences in how this dimension is conceptualised.
Suggestion. 	It’s important for the tools used to assess implementation processes have reliable and valid outcome data (Humphrey et al., 2016a). With this in mind, this review will take a stepped approach to evaluating the quality of the tools used to gather data on implementation. First, due to differences in definitions and conceptualisation across studies, it’s important that researchers define what construct the tool is tapping into, and to ‘’indicate the underlying definition of their measure’’ (Schultes, 2023, p. 194). Second, researchers should see whether there is an existing implementation measure that is suited to assessing implementation processes of the intervention under evaluation (Humphrey et al., 2016a), particularly in the case of adapting an tried-and-tested intervention to a new context. Third, if researchers are developing a new measure, they are advised to inform measure development using the implementation science literature base and their knowledge of the intervention (Humphrey et al., 2016a). 

Question 2.1a	Does the approach to operationalising the implementation dimensions align with that of the conceptual framework underpinning the implementation strategy?
Scoring 	Yes (+2 points)
		Somewhat (e.g., 1 or more, but not all; +1 point) 
		No (0 points)

Question 2.1b What informed the development of the implementation data collection tool? 
Scoring	Inductive approach (+1 point)
Deductive approach (+1 point)
Both inductive and deductive (+1 bonus point)
Not reported (0 points)

Question 2.1c Were the psychometric properties of the tool tested and reported?
Scoring 	Structural (e.g., factor analysis, item response theory; +1 point)
Reliability (+1 point)
Validity  (+1 point)
Not reported (0 points)


2.2 Data collection across time
Issue		Implementation of an intervention may go through phases of strong and poor implementation based on the time of the year. 
Suggestion	To ensure data is reflective of implementation processes across the intervention, data should be collected across multiple time points.

Question 2.2 	Is implementation measured across multiple time points?
Scoring	Yes (+1 points)
	No (0 points)

2.3 Source of data used in analysis
Suggestion	The use of an objective source when collecting data on implementation processes can improve reliability of the outcome data; the use of multiple data sources can also increase reliability and overcome self-report bias. Additionally, using multiple methods can tap into different implementation processes from multiple perspectives (Humphrey et al., 2016a; Schultes, 2023). Note that while multiple data collection approaches may be used, it is the data collection approach used for analysis that is allocated points.

Question 2.3	What methods are used to collect implementation data?
Scoring 	Self-report survey (+1 points)
Secondary analysis of third party observations (+2 points)
Independent researcher observations (+3 points)
[In the case of multiple methods, add points for each method used]

2.4 Implementation dimensions used in analysis
Issue 		Research has established that implementation variability is associated with variability in intervention outcomes (Durlak, 2015; Durlak & DuPre, 2008) however there is a dominant focus on intervention fidelity and/or dosage in school-based implementation research, with less attention given to quality of delivery, participant responsiveness, or adaptations. If implementation is not recorded across all possible dimensions, a type III error can occur when interpreting intervention effects (Humphrey et al., 2016b; Lendrum et al., 2016).
Suggestion.	All implementation dimensions should be monitored. It’s therefore recommended multiple dimensions of implementation are monitored to avoid a type III error (Humphrey et al., 2016a). 
Question 2.5 	Is implementation measured across multiple implementation domains? 
Scoring	Multiple dimensions with justification (+3 points) 
Multiple dimensions with no justification (+2 points)
Single dimensions with justification (+1 point)
Single dimensions with no justification (0 points)




Section 3. Approach to implementation data assessment.

3.1 Treatment of implementation variable
Issue	Researchers have most often analysed implementation processes either continuously or as a dichotomous variable (Durlak & DuPre, 2008). Of these two approaches, analysing implementation processes as a continuous variable has greater statistical power. Using arbitrary thresholds to develop categories of high or low implementation can be problematic as what is categorised as ‘high’ in one study may not be high in another (Durlak & DuPre, 2008), thus reducing the transferability of findings. Researchers can gain greater understanding of the role of implementation processes on outcomes when treating implementation as a continuous (rather than dichotomous) variables, as it facilitates exploration of the extent to which implementation was achieved and associated with outcomes, rather than treating implementation processes as an ‘’all-or-none phenomenon’’ (Durlak et al., 2011, p.419). 

Question 3.1  Is implementation treated as a continuous or dichotomous variable? 
Scoring 	Continuous (+1 points)
		Dichotomous (0 points)

3.2 Hierarchical data structuring
Issue.		It’s important to account for data clustering. Exploring the nested nature of implementation and outcome data across levels can help determine the role that class-level and student-level implementation processes have on specific outcomes of interest (Goodson et al., 2019; Schultes, 2023). When the hierarchical structure of the data is not accounted for, the assumption of independence is violated leading to estimates of the standard error that are too small and an increased likelihood of finding ‘significant’ results (Hox et al., 2017).
Suggestion. 	Applying a multi-level modelling framework facilitates exploration of the influence of implementation processes on outcomes at the appropriate level from which data was collected. If a multilevel framework is not applied, the next best thing would be correcting for the standard error. 

Question 3.2	Is a multilevel modelling framework applied so that implementation data can be nested and assessed at the appropriate level? For example, observations at class-level, participant responsiveness using self-report at individual-level.
Scoring	Multilevel modelling framework applied (+2 points)
	Correcting for standard error (+1 point)
No (0 points)

	

3.3 Bias protective principle of randomisation
Issue. 		The gold-standard study design for examining the impact of an intervention is the randomised control trial (RCT), as it employs the bias-protective principle of randomisation to enable researchers to establish cause and effect. Indeed, the gold standard approach to analysis is the intent-to-treat analysis whereby participants are analysed based on their allocated group regardless of their adherence to their allocation. ITT does not take into account non-compliance and is described by Abell and colleagues (2023, p. 3) as the ‘’do nothing’’ approach based on the CONSORT guidelines (Moher et al., 2012) that suggest ignoring protocol deviations; intervention non-compliance however has been described by Sagarin and colleagues (2014) as ‘’perilous to ignore’’ (p.319). 
While employing a RCT design is an indicator of quality when evaluating the overarching study design across a trial, the bias-protective principle of randomisation is most-often removed when analysing the role of implementation on outcomes; this is because the control group data is removed as data across dimensions of implementation is not collected and therefore cannot be compared against the intervention group. 
Suggestion. 	Statistical analysis of the relationship between implementation and outcomes should consider intervention compliance, using CACE or related instrumental variable approaches that maintain the bias-protected principle of randomisation whilst accounting for implementation variability (Axford et al., 2022; Panayiotou et al., 2020; Peugh et al., 2017).

Question 3.3a Is the data from the control group included in the analysis? 
Scoring	Yes (+1 points)
	No (0 points)


Question 3.3b Is a instrumental variable approach used? 
Scoring 	Yes (+6 points)
	No (0 points)
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